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ABSTRACT: The aim of this paper is twofold: on one hand, from a methodological-statistical 
perspective, it develops a responsiveness-based index for a series of input factors on a specific target 
variable (assumed to capture the phenomenon the analyst wishes to look at), by means of an 
extended version of a random coefficient regression approach; on the other hand, it applies this 
methodology to the case of countries’ innovation performance, where the target variable is the 
country number of patents (as proxy of “innovativeness”), and where inputs are chosen according to 
the literature dealing with the measurement of country technological capabilities.  
The novelty of the approach presented in the paper regards the possibility of extracting from data a 
country-specific “reactivity effect” or “responsiveness” (that is, mathematically, a derivative) to each 
single input feeding into the regression. Thus, the paper provides a promising approach for ranking 
countries according to their responsiveness to specific inputs, an approach that can be 
complementary to the analysis on “level” performed, for instance, in the canonical composite 
indicators’ literature. 
As for results on countries’ innovation function, besides a (new) ranking of countries, this approach 
allows also for testing - in an original and straightforward way - the (possible) presence of increasing 
(decreasing) returns. Two years are considered and compared, 1995 and 2007, on 42 countries. Our 
tests conclude that in both years innovative increasing returns are at work, although in 2007 their 
strength drops considerably compared to 1995. According to a huge literature on the subject (both 
neoclassical and evolutionary), we conclude that a self-reinforcing mechanism in new knowledge 
production, absorption and diffusion is at the basis of these results. As for the structural change 
found between 1995 and 2007, we deem it to depend on the growing globalization of production and 
innovation processes and on the brilliant growth of some developing countries worldwide, with a 
remarkable role played – according to our results – by post-communist economies. 
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INTRODUCTION 

 plethora of statistical indicators 
are currently used worldwide to 
capture specific socio-economic 

trends of cities, regions and countries 
(United Nations, 2007). They refer to 
various aspects of sustainable develop-
ment relating to economic growth, in-
novative capabilities, technological 
achievements, social progress, level of 
democracy, environmental sustainabili-
ty and so on. Normally, countries are 
ranked according to the value assumed 
by these indicators and - in this regard - 
“composite” indices are of special 
worth since they are aimed at catching, 
in a single number, multifaceted and 
complex realities (Bandura, 2008; 
OECD and EC, 2008).
Standard indicators, either single or 
composite, should be mainly interpreted 
as “descriptive” objects, as it is widely 
recognized that they are “snapshots” of 
the reality they refer to: given their na-
ture, they cannot rely – when consi-
dered by themselves - on any “if-then” 
principle (or “causal” interpretation). In 
other words, while they may be able to 
describe well the magnitude and charac-
ter (i.e., the “level”) of certain realities, 
they are not informative on the “respon-
siveness” (or “reactivity”) of regions, 
countries, etc. to those specific input 
factors thought of as affecting the phe-
nomenon the analyst intends to meas-
ure.
Therefore, when responsiveness is the 
main concern, the knowledge of level 
indicators needs to be accompanied 
with some measure of how these indica-
tors react to external stimuli and a new 
approach is thus needed. This paper 
proposes a method for building an index 
of country reactivity (or responsiveness)
to specific inputs (suggested by a 
“theory”) when a given target variable, 
thought of as capturing the phenomenon 

the analyst wishes to enquiry, is se-
lected. This target variable could be in 
turn either a composite or a single indi-
cator, depending on the context and data 
availability. 
This proposal should be seen as com-
plementary to the standard approach 
based on “level measurement”. In this 
direction, it can be seen as a way to im-
prove the informational set the analyst 
and the policymaker may have at his 
disposal, when a more comprehensive 
understanding of the phenomenon is 
demanded. 
The approach proposed in this paper to 
measure responsiveness is based on a 
statistical tool, the “random coefficient 
regression”, whose first applications 
have been made in the context of mi-
croeconometric program evaluation (or 
treatment effect literature), but that 
seems suitable and useful to apply also 
to a macro-context as that considered 
here. What distinguishes this approach 
to standard regression applications is 
the possibility to gauge observation-
specific responsiveness, an aspect that 
standard regression models are unable 
to provide.
The study of responsiveness – as de-
fined above – has a twofold usefulness: 
(i) it is able to inform policymakers not 
only on the (static) achieved levels of 
the countries’ performance they wish to 
look at, but also on the (dynamic) res-
ponsiveness patterns that countries 
could exhibit on specific factors, by al-
lowing a complementary analysis of 
“level” on one hand, and “reactivity” on 
the other; (ii) it conveys further statis-
tical tests than those allowed by usual 
methods, such as the possibility to look 
at the (possible) presence of increasing 
(or decreasing) returns for the consi-
dered phenomenon, an aspect of the ut-
most importance especially from a poli-
cy perspective. 

A
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The application proposed in this work 
enjoys many of the advantages of this 
novel approach and, at the same time, it 
is a suitable example for elucidating its 
worth. We embed our analysis within 
the literature on the measurement of 
“country technological capabilities”1,
providing a new perspective on the sub-
ject, which is based on responsiveness
measurement. Indeed, we are interested 
in estimating a country innovation func-
tion where an innovation target variable 
is regressed on a series of technological 
capabilities’ inputs (such as, public and 
private R&D, number of researchers, 
material and immaterial infrastructures 
and so on). Our methodology allows for 
identifying, for each country, which is 
the input factor whose modification ge-
nerates the highest modification in the 
innovative output. This produces scores 
that can be then aggregated and com-
pared, thus providing a ranking of coun-
tries based on “overall reactivity”. Ul-
timately, this procedure allows for get-
ting, for each country, two basic infor-
mation:  

(i) the achieved level of technological 
capabilities, as measured by a com-
posite index of the technological 
input factors considered (as done in 
the standard literature);  

(ii) a (composite) index of “respon-
siveness” of innovation to the tech-
nological capabilities’ index calcu-
lated in point (i); 

Furthermore, the knowledge of these 
two indices allows also for studying the 
countries’ innovation function, as they 
convey information on the level of the 
technological input(s) and on the reac-

                                                                   
1 See in particular: Fagerberg and Srholec (2008), 
Archibugi, Denni and Filippetti (2009), James 
(2006), Archibugi and Coco (2005), Archibugi and 
Pietrobelli (2003).  

tivity (mathematically, the derivatives)
of the function in that input point. As it 
will be clearer later, an important impli-
cation of this is the possibility of testing 
the presence of increasing (decreasing) 
returns in the innovation function by a 
novel method.           
The consequences of the proposed ap-
proach for policymaking are striking. A 
policymaker may know not only what is 
the current state of country technologi-
cal capabilities, but  - as these capabili-
ties are ultimately directed to foster “in-
novation” - he can also know which is 
the most reactive countries as well as - 
within a country - which are the most 
reactive factors.  A simple example can 
better explain this aspect. 
Suppose that Italy gets a certain level of 
innovativeness, as measured by some 
proxy-variable (either single or compo-
site). Suppose we can observe on Italy 
Q factors characterizing the state of Ita-
ly’s technological capabilities and that a 
composite indicators of these Q va-
riables is calculated according to some 
aggregation rule. Given these data, our 
approach allows for calculating: (i) the 
position of Italy in terms of technologi-
cal capabilities, by ranking it according 
to the technological capabilities’ com-
posite index; (ii) Q coefficients of inno-
vation reactivity (one for each input fac-
tor), as well as a composite measure of 
these Q coefficients (aggregated, in 
turn, with a pre-specified aggregation 
rule). It may be the case, for instance, 
that Italy ranks in the 15th position ac-
cording to the technological capabili-
ties’ composite index, but that it ranks 
in the 2th one according to the innova-
tion responsiveness (composite) index. 
This information drastically changes the 
interpretation of results when just one 
dimension, that of the composite indica-
tors of capabilities, is employed, thus 
offering additional insights to policy-
makers.  
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But our approach is able to go farther 
in-depth, as it is also able to detect 
which of the Q factors contribute more 
to Italy’s innovation reactivity. Indeed, 
it could be the case, for instance, that 
Italy is particularly reactive to imma-
terial infrastructure than, let’s say, busi-
nesses R&D, differently, for instance, 
from Germany that could be more reac-
tive to the number of researchers. Both 
aggregate responsiveness and factor-
specific responsiveness convey precious 
insights on how technological capabili-
ties affect country innovation, as they 
mix both level and derivative informa-
tion.
In the paper, we consider the case of 
countries’ innovative performance as 
captured by the number of patents per 
100,000 inhabitants: we will look at the 
relation between this target variable and 
a number of input factors usually as-
sumed by the literature as those driving 
innovative performance. As dataset, we 
make use of the GloCap indices, an al-
ready existing set of indicators of tech-
nological capabilities measured on 42 
countries. Although we are aware of the 
limits of patents as appropriate indica-
tors of innovativeness, we deem our ex-
ercise to be a valuable first step to ana-
lyse this phenomenon within a “respon-
siveness” approach, and that further im-
provements will be provided in the near 
future. 
Two important caveats related to our 
approach are worth to stress before clos-
ing this introduction: (i) this approach 
asks for establishing ex-ante which is 
the variable (or the set of variables) able 
to measure the “target” of the analysis. 
In our example, innovativeness is ap-
proximated by patents, but this choice 
could be questionable to some extent. 
Of course, one could uses a composite 
indicator of innovative outputs if avail-
able, but this does not solve completely 

the problem of capturing in a compre-
hensive way a complex phenomenon 
such as country “innovativeness”; (ii) 
the analyst needs to have a clear-cut 
causal understanding of what factors 
affect the target (innovativeness), as the 
choice of input factors could modify 
substantially the results. A theory-
driven approach is no doubt requested, 
although it is well acknowledged how 
passing from theory to application gen-
erally brings complications, especially 
in terms of availability of good data and 
proxies; (iii) Simultaneity can be at 
work, as sometimes input variables 
could be in turn affected by output va-
riables, thus generating estimation dis-
tortions. This is distinctive of the case 
of innovation as success-breeds-
success’s effects are typically present in 
this field of study.
Although important, these caveats are to 
be taken as “cautionary notes”. Answers 
to them depend on the specific context 
of application the analyst has to cope 
with. Of course, simultaneity is proba-
bly the most complex aspect to address. 
Nevertheless, as we are working within 
the indicators’ literature, where figures 
take the form of “descriptive statistics”, 
this problem is a little more attenuated 
compared to an inferential setting, as we 
will try to explain later on in the text.   
The paper is organized as follows: sec-
tion 2 discusses the rationale and use-
fulness of measuring “responsiveness” 
within our framework; section 3 
presents the proposed index of respon-
siveness and the statistical approach and 
protocol for its construction. Section 4 
provides a description of the data used 
for the application. Section 5 shows the 
main results. Section 6, finally, com-
ments the results and concludes the pa-
per.
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1. RATIONALE AND USEFULNESS  
OF MEASURING “RESPONSIVENESS” 

Providing statistical indicators ex-
pressed in “level” is the usual practise 
to describe a certain phenomenon and 
no doubt it is felt as the basic (and fair) 
means to inform policymakers and other 
stakeholders on the magnitude and cha-
racter assumed by the phenomenon they 
are interested in (as well as on its tem-
poral pattern, when more than one sin-
gle measure over time is provided). 
Composite indicators, being them a syn-
thesis based on some aggregation rule 
of single sub-indicators, add the advan-
tage of capturing in a unique number 
(the score) a generally complex, multi-
faceted and heterogeneous realty. It is 
what happens in many different con-
texts of sustainable development, where 
a plethora of indicators have been pro-
posed and are continuously improved, 
updated and developed.
In this sense “level” indicators, both in a 
single or composite form, are snapshots 
of the phenomenon they wish to cap-
ture, useful to measure and compare 
across units and over time how pheno-
mena distribute and evolve.  
Borrowing metaphorically the case of 
medicine, previous practice shares some 
similarities with the case in which a phy-
sician uses the levels assumed by temper-
ature, blood tests or electrocardiography 
figures as indicators to inspect into the 
general health of a human being. Yet, al-
though these indicators are at the basis of 
any correct diagnosis, thus being highly 
informative on the current state of the 
patients’ wellbeing, physicians are sub-
sequently interested in knowing how 
patients will react to drugs, environmen-
tal factors, life-style etc., that is, on how 
previous indicators will modify accord-
ing to a series of external stimuli. In this 
case, after getting a clear picture of the 
problem, patient “responsiveness” be-

comes the main concern. 
We can extend this reasoning to socio-
economic contexts. At country level, for 
instance, scholars and policymakers 
could want to complement information 
on the “level” assumed by the pheno-
mena they look at, with the knowledge 
on how they change according to a se-
ries of factors that previous literature 
and/or common sense suggest to have 
some significant importance in affecting 
them. Furthermore, they could be inter-
ested not only in “aggregate” respon-
siveness, but rather on country-specific 
reactivity, as well as a physician’s ob-
jective would be more that of detecting 
patient-specific resilience to external 
stimuli than general population’s aver-
age effects. In other words, idiosyncrat-
ic unit-specific responses - if estimable 
– would be more informative and useful 
than average assessments, as they con-
vey a substantial additional understand-
ing of the phenomena considered. In 
this regard, as suggested in the introduc-
tion, the study of responsiveness should 
be seen as complementary to the study 
of level, as both are carrying different 
yet related information on the same 
phenomenon. 
The definition, statistical measurement 
and use of the concept of “responsive-
ness”, has its roots in epidemiology and 
in the so-called literature on “treatment-
effect” estimation (Angrist, 1991; 
Rothman et al., 2008; Husted et al., 
2000). In its basic conceptualization, 
responsiveness is defined as the effect 
of a specific treatment variable (gener-
ally defined) on a specific target varia-
ble, once any potential confounder is 
ruled out. The treatment variable may 
be, according to the disciplinary con-
text, a new drug or chemical compound, 
a new type of physiotherapeutic me-
thod, as well as, in the economic con-
text, a monetary support to firms’ in-
vestment decision and so on.  
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In experimental or quasi-experimental 
design, treatment effects are generally 
estimated by a “counterfactual” ap-
proach, i.e., by comparing the outcome 
of a treated group with that of a non-
treated one (the so-called control
group), being the last one formed by 
those non-treated units that are as more 
similar as possible to the treated ones in 
terms of observable characteristics (Ro-
senbaum and Rubin, 1983). In this case 
the treatment variable is binary, assum-
ing value one if the unit is  “treated” 
and zero otherwise (“untreated”), and 
the “causal effect” takes the form in this 
case of the Average Treatment Effect 
(ATE) (Rubin, 1974). But when the 
treatment variable assumes, as in many 
cases, a continuous form, dose-response 
methods are more suitable (Angrist and 
Imbens, 1995). In this case the analyst 
is interested in the response to different 
intensity (or dose) of exposure to treat-
ment, and the effect of treatment in this 
case is known to be, within a linear set-
ting, the so-called Average Partial Ef-
fect (APE).
Another distinction within treatment 
models is that based on the presence of 
observable and/or unobservable hetero-
geneity, that is, the idea that each indi-
vidual can get a different effect accord-
ing to a bundle of personal characteris-
tics, such as age, sex, income, presence 
of previous diseases, etc. that can be ob-
served or unobserved by the analyst. In 
the first case, individual-specific effects 
depend  on a set of observable factors 
characterizing individuals and Random 
Coefficient Models are suitable tools for 
estimating heterogeneous specific ef-
fects. Nevertheless, in the second case, 
when the idiosyncratic effect could de-
pend also on unobservable-to-analyst 
characteristics and they are assumed to 
be correlated with the treatment varia-
ble, some bias in the estimation could 
arise (Heckman, Urzua and Vytlacil, 

2006). In this case statistical methods 
such as Instrumental-Variables estima-
tion can restore correctness (Wool-
dridge, 1997).
Our analysis is embedded within a dose-
response setting, assuming a Random 
Coefficient approach and observable he-
terogeneity. We hold that, in our case, 
unobservable factors are irrelevant for 
the consistent estimation of the treat-
ment effect2. Thus, we provide an indi-
vidual-specific treatment (or respon-
siveness) effect, where the outcome va-
riable is country “innovativeness” and 
the treatment variable is any other factor 
our theoretical framework (see section 
4) assumes to have some role in deter-
mining country innovative performance.  
Two important aspects still need to be 
outlined before going on by presenting 
the proposed indicator of responsive-
ness: the first relies on “country” as unit 
of observation; the second on the “de-
scriptive” use we do of the Random 
Coefficient Model.
As for the first point, we are aware of 
the fact that country is an aggregate 
whole and that speaking about “treat-
ment effect” in case of so large geo-
graphical, economical and cultural ag-
gregations could seem – to say the least 
–  questionable. It is for this reason that 
we prefer to speak more about “reactivi-
ty” than “treatment” effect, although in 
principle the proposed model incorpo-
rates both the concepts.
As for the second point, we wish to 
highlight that – at least at this stage of 
analysis – we will use our model to ex-
tract an index (or score) of responsive-
ness meant as a “descriptive statistical 
figure”, as it occurs in the case of Prin-
cipal Components scores and related 
approaches. We do not provide any test 
                                                                   
2 This assumption can be relaxed but, as suggested 
above, Instrumental-Variables are then needed in 
order to restore consistency. Nevertheless, as we use 
country level data, this requirement should be less 
bounding than in microeconomic contexts. 
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of statistical significance of our respon-
siveness-effects, as our goal is primarily 
that of ranking countries by responsive-
ness scores. Although traditional eco-
nometric tests of significance are avail-
able for such a kind of model, we prefer 
to direct our attention to countries’ res-
ponsiveness scores to better embed our 
work in the traditional literature on (sus-
tainable) descriptive indicators used for 
ranking observations.

2. A RESPONSIVENESS-BASED INDEX:  
CONSTRUCTION PROTOCOL 

The index proposed in this paper is 
based on a Random Coefficient Regres-
sion, an approach rarely used in macro-
settings, but with a promising capacity 
of being of great usefulness in this con-
text. Random coefficients models are 
normally applied in microeconomic set-
tings, while few extensions to meso and 
macro environments were done (Wool-
dridge, 2002, Ch. 18). Yet, with some 
modifications to its standard use, our 
context enjoys all the virtues of this ap-
proach as it allows, differently from 
standard regression, for estimating the 
unit (country, in our case) specific pa-
rameter of interest instead of just an av-
erage value across observations. It 
means that each observation, i.e. each 
country, gets its own regression parame-
ter that can be assumed to be the idio-
syncratic responsiveness-effect of this 
country on a specific input factor. To 
more easily understand how our ap-
proach works, we propose to follow this 
simple protocol, taking as example the 
case of country innovative performance 
we will develop later on in the paper :    

1. Define the specific object of the 
analysis: what one wants to look at
(for instance, “country innovation 
performance”) 

2. Define a measure of this phenome-
non: how to gauge it (for instance, 
“number of patent per 100,000 in-
habitants”) and indicate it by y.

3. Define a set of Q factors that a cer-
tain theoretical framework (for in-
stance, the “linear model of innova-
tion”, the “national systems of inno-
vation” or the “knowledge-
based/capabilities” approach) iden-
tify as the leading factors affecting 
country innovative performance, and 
indicate the generic factor with xq.

4. Define a “responsiveness model” - 
by means of a random coefficient re-
gression - linking y to the various xq,
and extract a country-specific meas-
ure of “reactivity effect” of y to the 
all set of {xq , q=1, ..., Q}.

5. Aggregate results on reactivity ef-
fects across the Q inputs according to 
some rule and rank countries accord-
ing to this new generated variable. 

The responsiveness-effect we are inter-
ested in, is defined as the “partial ef-
fect” of a random coefficient regression 
(Wooldridge, 1997; 2001; 2002). Define 
a random coefficient setting of this 
kind:

, , ,

, 0 ,

, 0 ,

i i q i q i q i

i q i q i

i q i q i

y a b x e
a u
b v

�

�
�

�

� � � �
�

� � �	
� � � �


x �
x �

where ei, ui and vi are error terms with 
, , ,( | ) ( | ) ( | ) 0i i q i i q i i qE e x E u x E v x� � � .

It is easy to see that the regression pa-
rameters, a and b, are both non constant 
as depending on all the other inputs x
except xq (this is, in fact, the meaning of 
the vector x-q). Observe that �0 and �0
are on the contrary constant parameters. 
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According to this model, we can define 
the regression line as:  

, , , , , ,( | , , )i i q i q i q i q i q i qE y x a b a b x� �

We define the responsiveness-effect of 
,i qx  on iy  as the derivative of iy  rela-

tive to ,i qx , that is: 

, , , ,
,

( | , , )i i q i q i q i q
i q

E y x a b b
x
� � 
 �� ��

where ,i qb  is called the partial effect of 

,i qx  on iy . We can repeat the same pro-
cedure for each ,i qx  (q=1, ..., Q), so that 
eventually it is possible to define, for 
each country i =1 ..., N and factor q=1, 
..., Q, the N x Q matrix B of  “partial ef-
fects” as follows: 

11 1

,

1

Q

i q

N NQ

b b
b

b b

� �
� �

� � �
� �
� �

B
�

� �

�

If all the variables are normal-
standardized (getting z-scores), partial 
effects are beta coefficients, so that they 
are independent of the unit of measure-
ment, and then can be compared and 
summed3. Thus, a Composite Partial 
Effects (CPE) indicator for a country i
based on these responsiveness-effects 
(partial effects) could be, for instance: 

,
1

Q

i q i q
q

CPE w b
�

��

                                                                   
3 As beta-coefficients are all measured in standard 
deviations, instead of the units of the variables, they 
can be compared to one another. The meaning of this 
coefficient is straightforward: suppose that in a 
regression of y on x the beta is found to be equal to 
0.3, then it means that one standard deviation 
increase in x leads to a 0.3 standard deviation 
increase in the predicted y with all the other variables 
in the model held constant. 

It can be interpreted as a weighted aver-
age of the single inputs xq responsive-
ness-effects. The higher this level for a 
country, the higher the capacity of this 
country of taking advantage of the in-
crement of its input components. It can 
be proved (see, for instance, Wool-
dridge, 2002, p. 638-642) that the esti-
mation of ,i qb can be achieved, under no 
endogeneity problems, by an Ordinary 
Least Square (OLS) estimation of this 
regression:

0 , 0 , , ,

,

( ) ( )i i q q i q i q i q q i

i i i q i i

y x x
u x v e
� � �

�
� � � �� � � � � � �

� � �

x � x � x x �

where q�x is the vector of the sample 
means of ,i q�x . Once previous regres-
sion parameters have been estimated by 
OLS, we can get for the generic county 
i an estimation of the partial effect of 
variable xq on y as: 

, 0 ,
ˆ ˆ ˆ
i q i qb � �� � x �

By repeating this procedure for each q,
we can finally obtain B̂ , that is, the 
OLS estimation of the partial effects 
matrix. As we will see in section 5, the 
analysis by row and by column of this 
matrix is the core of our application.  

3. AN APPLICATION TO COUNTRIES’ 
INNOVATION PERFORMANCE 

This section presents the indicators used 
in our application. We exploit a new 
and updated set of variables capturing 
country technological capabilities – the 
GloCap set – developed in Filippetti and 
Peyrache (2010)4. It includes nine va-
                                                                   
4 The complete dataset is freely available on request 
to the authors. See also Cerulli and Filippetti (2010) 
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riables (or sub-indices) over 42 coun-
tries, and it is calculated relative to the 
years 1995 and 2007. Variables are 
grouped into three main categories or 
pillars: Business and Innovation, Know-
ledge and Skills, Infrastructures. Table 
1 presents the three pillars and the nine 
variables considered along with their 
sources.
The GloCap set was primarily thought 
for building a composite indicator of the 
nine variables feeding into it. But our 
methodology takes on another perspec-
tive, as we have to assume one depen-
dent and eight independent variables 
(input factors) within the GloCap. In-
deed, what we want to estimate is - to 
some extent - an innovation function,
where the dependent variable is a meas-
ure of country innovativeness, and all 
the remaining factors are assumed to 
explain the level of this performance. 
The logic of this choice seems a reason-
able one, as the GloCap captures quite 
well those basic elements the literature 
largely consider to be the main drivers 
of innovation performance. Let us brief-
ly comment on the output and input in-
dicators considered in this application in 
the light of innovation and technologi-
cal capabilities literature. 

OUTPUT VARIABLE 

Number of patents  
Patents have been largely used for ac-
counting commercial purpose generated 
technological innovation (Griliches, 
1990). As such, they can be considered 
a “tolerable assumption” (Schmookler, 
1962) of the innovative activities of 
firms. We use the “triadic patents” 
which correspond to patents filed at the 
European Patent Office (EPO), the 
United States Patent and Trademark Of-
fice (USPTO) and the Japan Patent Of-
                                                                                           
for an application using these data. 

fice (JPO), for the same invention, by 
the same applicant or inventor (OECD, 
2004; OECD, 2008). The advantage of 
using this particular family of patent is 
twofold. First, they are a reliable tool 
for cross-country comparison, given 
that they include the three more impor-
tant and natural patent office in the 
world. Second, the underlying innova-
tion related to a patent filed in the three 
most important offices across the world 
is more likely to be valuable (in com-
mercial terms, loosely defined) with re-
spect to an innovation protected only in 
one single office.
Of course, patents present also some li-
mitations as an innovation indicator. 
First, patenting intensity can largely dif-
fer across industrial sectors (Cohen et 
al., 2000). Consequently, cross-
countries differences in terms of patent-
ing activity can reflect a different indus-
trial structure. Second, patents by defi-
nition are not capable to capture service 
innovation, while in advanced countries 
services have been dramatically grow-
ing in importance in terms of innovation 
investment and knowledge creation and 
exploitation. Third, patents captures es-
pecially product innovation, thus hiding 
process and above all organizational in-
novations that in modern economies are 
of increasing importance. Four, patents 
account for codified innovation, while 
in many industrial contexts innovations 
take the form of incremental quality 
changes of products that are rarely pa-
tented. Nevertheless, we may accept 
this variable as a proxy of innovation, 
although the abovementioned limits and 
shortcomings.   

INPUT VARIABLES 
 

(A) Business innovation effort: (1) 
BERD  
As we are looking at the number of pa-
tents as our target indicator of innova-
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tion, business R&D expenditures 
(BERD) should be expected to have a 
fundamental role as the main driver of 
private innovation performance. R&D 
activity is not only generally viewed as 
able to promote innovation via the so-
called linear model of innovation (Go-
din, 2006; 2007), but also because it en-
larges the so-called firm absorptive ca-
pacity (Cohen and Levintal 1989; Ro-
senberg 1990), thus promoting firm 
ability to exploit profitably external 
flows of knowledge and technological 
advancements. Including BERD is thus 
of the utmost importance for our pur-
poses.

(B) Knowledge and Skills: (2) Number 
of researchers, (3) Number of scientific 
articles, and (4) Public R&D 
(GOVERD+HERD). 
These variables aim at capturing the 
importance attached to R&D activities 
within the economy, the quality of the 
university and research system, and the 
public effort for R&D activities. These 
can be thought of as the knowledge-
base of the country innovation system. 
The variable “total researchers in R&D” 
is expected to reflect the magnitude of 
human resources with high-skills in-
volved in formal scientific-based and 
technological-based activities, both in 
the public and in the private sector 
(Howitt, 2000; World Bank, 1998). The 
variable “scientific and technical ar-
ticles” represents the magnitude of the 
generation of codified knowledge. Spe-
cifically, it reflects the knowledge gen-
erated especially in the universities and 
public-funded research centres (Etzko-
witz and Leydesdorff, 1997). However, 
it also reflects knowledge generated in 
the private sector which over the last 
years have been publishing an increas-
ing share of scientific and technical ar-
ticles. Finally, Public R&D 

(GOVERD+HERD) gives account of 
the resources devoted to formal research 
activities by the state, including both 
governmental institutions and higher 
education institutions. 

(C) Infrastructures: (5) Number of per-
sonal computers, (6) Number of fixed-
line and mobile phones subscribers, (7) 
Number of internet users, and (8) Stock 
of fixed capital. 
The importance of material and imma-
terial infrastructures is also been recog-
nised to be an important condition for 
countries to innovate and develop 
(World Bank, 1998). This has increa-
singly become a necessary requirement 
with the revolution of the new informa-
tion and communication technologies 
(ICTs) which have profoundly changed 
the way people do things, leading to 
fundamental changing in the organiza-
tional structure of the firm, their busi-
ness models, the channels for the shar-
ing and diffusion of knowledge and so 
on (Castells, 1996). Within this envi-
ronment, being connected has become a 
necessary condition for countries to 
access knowledge created and circulated 
across the globe through the worldwide 
web (Rifkin, 2000). Both personal com-
puters, fixed-line and mobile phones 
and the number internet users should 
capture all together the quality of the 
network and immaterial infrastructures 
of a country to tap global knowledge5.
Additionally, fixed capital accumulation 
aims at capturing the hard (material) in-
frastructure which can be key especially 
at the beginning of catching-up 
processes. 

                                                                   
5 Initially we also included broadband subscribers, 
but in this case we decided to rule it out because of a 
large overlapping with other variables within the 
same pillar. 
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4. RESULTS

Tables 2.A and 2.B set out the estima-
tion of matrix B for 1995 and 2007 re-
spectively. As suggested above, these 
partial effects are comparable as va-
riables are normal-standardized. Both 
tables show a strong variability of re-
sults across countries, either in terms of 
magnitude of the effects or in terms of 
their sign.
The columns and rows with the heading 
“Total” and “Mean” have two different 
meanings if read by column or by row: 
by column, they are the sum by factors 
of the b-coefficients and their average 
respectively; by row, they are the sum 
by country of the b-coefficients and 
their average respectively. We comment 
our results first by column and then by 
row.

By column 
The countries’ rankings are visible in 
the tables and have been obtained by 
sorting by column on “Mean” (observe 
that sorting on “Total” brings to the 
same ranking). The meaning of these 
two measures is quite straightforward: 
the total effect is the sum of the single 
partial effects and represents the “glob-
al” responsiveness of the eight inputs on 
country patenting propensity; the mean 
effect represents the average of the eight 
inputs coefficients, and it represents an 
estimation of CPEi where the weights 
are all put equal to 1/8 (i.e., the simple 
arithmetic mean). Both “Total” and 
“Mean” convey two different although 
really correlated information in terms of 
overall country responsiveness of inno-
vation output to innovation inputs. Re-
sults on the rankings show important 
differences between 1995 and 2007. In 
1995 more technologically advanced 
countries rank within the first positions, 
while in 2007 this conclusion is partial-
ly attenuated. Observe that, on average, 

some countries present a negative res-
ponsiveness of innovation to inputs both 
in 1995 and 2007. The Spearman corre-
lation between these two rankings is 
significantly low (about 0.20), thus sug-
gesting that a different pattern is at 
work in the two periods.
Apart from some evident variability in 
advanced countries (such as, for in-
stance, the case of Ireland passing from 
position 34 in 1995 to 2 in 2007, Singa-
pore passing from position 9 in 1995 to 
43 in 2007, and UK passing from posi-
tion 17 to 4), the great variability is 
found in the post-communist European 
countries: Estonia passes from position 
39, where it got a negative sign, to posi-
tion 13 with a positive sign; Poland 
passes from position 37 and a negative 
coefficient to position 21 and a positive 
coefficient; Slovak Republic passes 
from position 35 and a negative sign 
too, to position 8, and Slovenia from 38 
to 9 (changing, also in this case, its 
sign). But also Romania and Bulgaria 
get higher positions, although still main-
taining a negative sign. The so-called 
BRIC do not seem to have moved sub-
stantially: Russia passes from 43 to 41, 
India from 31 to 34, China remains sta-
ble at 32, while only Brazil passes from 
position 27 to 22 by changing sign. Also 
interesting is the movement of some de-
veloped countries changing signify-
cantly their sign from a positive to a 
negative one: Iceland and Singapore 
drop to position 42 and 43 respectively, 
Norway from 18 to 40, and France from 
10 to 38. Generally speaking, what 
clearly emerges in moving from 1995 to 
2007 is a pattern showing that some ad-
vanced countries lose momentum in 
their innovative reactivity to technolo-
gical inputs, while a specific group of 
developing countries, the post-
communist ones, gain considerable 
strength.
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By row 
In this case, the meaning of “Total” and 
“Mean” changes completely, as it be-
comes the sum and the mean of the par-
tial effects across country. In this case it 
can be put into evidence which are the 
factors that contribute more to innova-
tion responsiveness. In 1995, for exam-
ple, both “Mean” and “Total” show – as 
expected – that the factor generating the 
highest reactivity to innovation is 
BERD, with a total value of 30.07 and a 
mean value of 0.70. It is followed by 
PUBRD (with a mean of 0.20) and 
“number of articles” (with a mean of 
0.18), while it is interesting to observe 
the very high negative magnitude of the 
“number of PC” (with a mean of -0.74) 
and “internet users” (but with a very 
low level of just -0.05). The other fac-
tors, finally, have a positive impact. In 
2007 something changes, although 
BERD remains the most reactive factor 
(with a total of 46.52 and a mean of 
1.08). For instance, PUBRD and “total 
researchers” get negative signs, while 
“internet users” gets a positive one. Ob-
serve that both in 1995 and 2007 “capi-
tal stock” has a positive effect both in 
terms of total and mean partial effect. 

4.1 Testing for the presence of 
increasing (decreasing) returns in 

countries’ innovation function 

Probably, the most attractive use of the 
proposed model is that of allowing for 
testing the potential existence of in-
creasing (or decreasing) returns in coun-
tries’ innovation function. This is possi-
ble since - by the estimation of the vari-
ous partial effects b - we estimate the 
derivatives of the innovation output as-
sociated to different levels of innovation 
inputs. Figure 1 shows two patterns of 
the innovation function when just one 
input is at work: one under the case of 
decreasing returns (figure 1.a), and the 

other under the case of increasing re-
turns (figure 1.b). It is quite clear to ob-
serve that in the first case (decreasing 
returns), as soon as the level of the input 
x rises, the level of the derivatives (b,
i.e., the partial effects of our model) de-
creases accordingly, and the contrary 
occurs in the opposite case (increasing 
returns). Therefore, a test for detecting 
the presence of increasing (or decreas-
ing) returns might be that of studying 
the relation between the derivatives of 
the innovation function and the level of 
the inputs considered. Nevertheless, as 
many inputs are involved, a synthetic 
measure of them is firstly needed.  
To that end, we proceed as follows: we 
first calculate a simple composite index 
of the eight innovation inputs expressed 
in (standardized) level, thus obtaining a 
synthetic and unique input measure of 
innovation input, and then we regress 
the mean of the partial effects (CPEi) on 
this synthetic input variable (we indi-
cate by CIi). It means that we assume as 
dependent variable the derivatives of 
the innovation function, and as the in-
dependent one a synthetic innovation 
input expressed in level. It is quite intui-
tive that, as soon as the relation between 
these two variables is significantly in-
creasing, we can conclude that the in-
novation function shows “increasing re-
turns” to innovation input and vice ver-
sa (decreasing returns) in the opposite 
case. As for the eight inputs composite 
indicator CIi, we simply use the arith-
metic mean of their normal-
standardized levels. 
We consider results both for 1995 and 
2007 and we use both linear regressions 
and smoothing techniques to enquiry in-
to the relation between CPEi and CIi.
Results on linear regression are reported 
in table 3 for both 1995 and 2007, while 
figure 2 and 3 show the linear and Lo-
wess fitting for the relation between 
these two variables.  
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Results on 1995 show an impressive 
significant increasing relationship be-
tween the composite indicators of par-
tial effects and the composite indicators 
of input levels. The OLS linear coeffi-
cient is about 0.3 and it is significant at 
less than 1%. Also the Lowess smoother 
confirms this result, with a clear upward 
sloping form of the non-parametric 
curve. This leads to accept that in 1995 
increasing returns to innovation are at 
work: countries that start with an al-
ready consolidated level of innovation 
inputs (or technological capabilities) are 
also more reactive (for the same incre-
ment of input level) than countries lag-
ging behind in terms of input levels. It 
means that innovative capabilities have 
a cumulative and self-reinforcing effect 
that are able to generate an even more 
strengthening effect on the capacity to 
transform innovation inputs into innova-
tive output.
Results on 2007 are a little less clear-
cut. We present two estimations, one in-
cluding the whole sample, the other 
dropping out three visible outliers (Icel-
and, Singapore e Switzerland). In this 
second case results are very similar to 
1995, although less strong in magnitude 
than in that case. The regression coeffi-
cient, for instance, becomes about 0.1, 
three times lower than in 1995. But 
what seems more interesting is the non-
parametric form of the curve: in this 
case it first increases until it reaches a 
maximum around 0.5 in the input axis, 
and then it assumes a decreasing pat-
tern. At least roughly, it means that in 
2007 the innovation function exhibits in-
creasing returns for low input levels and 
decreasing ones after a certain threshold 
is achieved, i.e., for higher technological 
input levels.  
These findings lead to the conclusion 
that some “structural change” in coun-
tries’ innovation function was probably 
at work between 1995 and 2007, and it 

might be explained by a drop of compe-
titiveness in traditionally more ad-
vanced technological countries due to 
globalization and to the brilliant growth 
of some developing countries, such as 
Cina, India and Brazil and above all – 
as maintained by our comparison of 
rankings - post-communist countries. 
Nevertheless, given the limited size of 
the sample under which these smooth-
ing techniques operate, and since the li-
near trend seems quite clear-cut in both 
datasets, that last conclusion should be 
taken with some care. What is no doubt 
true, is a general lower strength of the 
increasing returns in 2007 compared to 
1995, a finding deserving anyways fur-
ther investigations.

CONCLUSION 

The methodology developed in this pa-
per highlights new insights into the 
study of countries’ innovative perfor-
mance. The capacity of this model to 
capture country-specific innovative out-
put’s response to innovation inputs - the 
main original contribution of the paper 
– seems a useful step forward into a ma-
jor understanding of how innovative ef-
forts (technological inputs) feed innova-
tion.
From our perspective, two main objec-
tives have been achieved: one, more sta-
tistical-methodological in nature, re-
gards the proposal of a new (composite) 
index of (country) responsiveness; the 
other, more in tune with the economics 
of innovation, allows for building a test 
detecting the presence of increasing 
(decreasing) returns in country innova-
tion function. 
In terms of results, the paper shows 
quite clearly the presence of increasing 
returns to scale. More specifically, 
while in 1995 increasing returns are 
strongly evident, they appear more atte-
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nuated in 2007, thus showing that a sort 
of “structural change” is at work, al-
though future observations will be able 
to confirm (or disconfirm) this finding. 
Which are the possible causes laying 
behind these results, and what conse-
quences could they have in terms of in-
novation (and growth) policy implica-
tions? The first point is easier to answer 
than the second. There is a huge litera-
ture and a shared common sense sug-
gesting that innovation processes are 
inherently cumulative, path-dependent 
and self-reinforcing, at least to some 
significant extent. According to Arthur 
(1994) and Nelson and Winter (1982) 
this is what basically makes innovation 
a process characterized by increasing 
returns. Innovation processes are indeed 
profoundly sensitive to all those ele-
ments the economic and management 
literature identify as carriers of increas-
ing returns: path-dependence, threshold 
mechanisms and spreading costs’ ef-
fects, increasing specialization and or-
ganizational upgrading, continuous 
movements along the experience and 
learning curves (cumulativeness), scope 
and diversification economies, network 
and agglomeration spillovers, market 
power. All these elements, with differ-
ent strength depending on the context, 
contribute to bandwagon effects asso-
ciate to the generation and diffusion of 
innovation, as also maintained by the 
New Growth Theory that, from a ma-
croeconomic perspective, describes 
knowledge creation as having an intrin-
sic non-rival nature generating spillover 
effects able to compensate (socially) the 
high private costs of doing R&D activi-
ties (Romer, 1986; 1990). It is for these 
reasons that innovation processes are 
potentially more associated with in-
creasing than decreasing returns, and 
are normally considered at the basis of 
long-run self-sustained economic 
growth (Grossman and Helpman, 1991; 

Aghion and Howitt, 1993). Neverthe-
less, it does not mean that innovation 
processes are exempt from potential 
deadlocks: the evolutionary perspective 
has widely recognized the risk con-
nected to lock-in patterns and situations 
of diminishing technological opportuni-
ties, as in the case of saturated technol-
ogical trajectories (Dosi, 1993; Malerba 
and Orsenigo, 1996; Levinthal, 1996). 
But these phenomena seem to appear 
more in micro rather than macro-
contexts, where increasing returns seem 
to be the general rule.
Form a policy perspective, the presence 
of increasing returns to innovation open 
another relevant question regarding the 
capacity of less technologically ad-
vanced countries to converge to rates of 
growth and technological development 
comparable to those of richer ones (Bar-
ro and Sala-i-Martin, 1997). If we as-
sume innovation to be the engine of 
economic growth, as the neo-
Schumpeterian and New Growth 
Theory schools of thought firmly hold, 
then the presence of self-reinforcing 
mechanisms and scale economies in in-
novation processes lead to the conclu-
sion that convergence might be - if not 
impossible - at least questionable, al-
though some part of the literature is also 
suggesting that free trade, technology 
transfer, as well as the global redistribu-
tion of division of labour, could partial-
ly mitigate this process, thus allowing 
for a wider participation of developing 
countries to the benefits of increasing 
returns generated elsewhere (Rivera-
Batiz and Romer, 1991; Ben-David and 
Kimhi, 2004). It is not the intention of 
this paper to go into this complex sub-
ject, but the reduced level of the in-
creasing returns we have found in 2007 
might be interpret also as a first signal 
of this change that is in turn linked, ul-
timately, to the wider and growing phe-
nomenon of globalization of production 
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and innovation. The problem is that this 
phenomenon might run the risk to be 
beneficial only for a few number of 
countries (nowadays, for instance, the 
so-called BRIC and the post-communist 
economies), thus generating a sort of 
club-convergence, while worldwide 
many other countries would be out of 
the fruitful effect of globalisation, being 
thus destined to a permanent backward-
ness unless suitable compensating poli-
cies were found and put at work.           
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TABLE 1. THE THREE PILLARS AND NINE VARIABLES FEEDING INTO THE GLOCAP INDEX, 
AND THE RELATIVE DATA SOURCES 

Pillar  Variable Data Source 

Business 
innovation 

y Triadic patents OECD 

x1 Business R&D (BERD) OECD, 
UNCTAD 

Knowledge&skills 

x2 Total researchers in R&D (FTE) OECD 

x3 Scientific and technical artiche WDI (World 
Bank) 

x4 
Public R&D (PUBRD): Government Intramural Expenditure on R&D (GOVERD) + 
Higher Education Expenditure on R&D (HERD) 

OECD, 
UNCTAD 

Infrastructures 

x5 Personnel computers WDI (World 
Bank) 

x6 Fixed-line and mobile telephones WDI (World 
Bank) 

x7 Internet users WDI (World 
Bank) 

x8 Fixed capital WDI (World 
Bank) 
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TABLE 2.A.  1995 – OLS ESTIMATION OF THE COUNTRY PARTIAL EFFECTS  

FROM THE RANDOM COEFFICIENT MODEL  

  Country  x1 x2 x3 x4 x5 x6 x7 x8 Total Mean 

       1   Switzerland         1.61         1.37         0.99         1.34         0.09         2.16         1.16         0.85        9.58        1.20  
       2   Japan         1.70         0.18         0.29         1.67  -      1.03        2.95         1.19         0.65        7.60        0.95  
       3   Israel         1.02         1.76         0.02         0.21         0.30         1.09         1.52         1.14        7.06        0.88  
       4   Sweden         0.86         0.67         0.60         0.21  -      0.26        0.66         1.17         0.99        4.90        0.61  
       5   Netherlands         1.34         0.62         0.36         0.70  -      0.41        1.08         0.44         0.59        4.73        0.59  
       6   Austria         1.35  -      0.06         0.52         1.02  -      0.41        1.17  -      0.19         0.55        3.97        0.50  
       7   Finland         1.39         0.68         1.09         0.67  -      1.18        0.77         0.31  -      0.27        3.45        0.43  
       8   Germany         1.05  -      0.22         0.30         0.77  -      0.57        1.12         0.18         0.62        3.26        0.41  
       9   Singapore         1.29  -      0.08         0.82         1.12  -      0.72        1.09  -      0.48  -      0.16        2.88        0.36  
     10   France         0.93  -      0.31         0.01         0.47  -      0.52        0.81         0.26         0.89        2.53        0.32  
     11   Denmark         0.98         0.20         0.43         0.38  -      0.32        0.25         0.13         0.38        2.43        0.30  
     12   Belgium         0.74         0.25         0.41         0.38  -      0.45        0.56         0.15         0.22        2.26        0.28  
     13   Italy         1.09  -      0.24         0.24         0.60  -      0.52        0.66  -      0.24         0.59        2.17        0.27  
     14   Spain         0.98         0.06         0.22         0.47  -      0.58        0.59  -      0.16         0.30        1.89        0.24  
     15   UE27         0.79  -      0.03         0.16         0.30  -      0.61        0.46         0.04         0.36        1.46        0.18  
     16   Greece         1.10  -      0.32         0.33         0.52  -      0.70        0.42  -      0.47         0.38        1.26        0.16  
     17   United Kingdom         0.45         0.44         0.13  -      0.23 -      0.26 -      0.19        0.41         0.41        1.16        0.14  
     18   Norway         1.04  -      0.21         0.57         0.51  -      0.82        0.24  -      0.19  -      0.05        1.11        0.14  
     19   Canada         0.61         0.25         0.12  -      0.15 -      0.45 -      0.17        0.34         0.37        0.93        0.12  
     20   New Zealand         0.81         0.23         0.36         0.09  -      0.48 -      0.32 -      0.40  -      0.10        0.19        0.02  
     21   United States         0.52  -      0.22         0.75         0.10  -      0.99        0.00         0.08  -      0.11        0.13        0.02  
     22   Czech Republic         0.55         0.06         0.12         0.07  -      0.84        0.22  -      0.19  -      0.10  -     0.11 -     0.01 
     23   Korea, Rep.         0.70  -      0.79         0.33         0.49  -      1.00        0.49  -      0.47         0.08  -     0.17 -     0.02 
     24   Portugal         0.88  -      0.46         0.28         0.41  -      0.93        0.26  -      0.65  -      0.03  -     0.23 -     0.03 
     25   Australia         0.81  -      0.27         0.12         0.09  -      0.06 -      0.63 -      0.82         0.31  -     0.46 -     0.06 
     26   Iceland         1.02  -      0.46  -      0.02        0.21  -      1.41        0.16  -      0.05  -      0.08  -     0.62 -     0.08 
     27   Brazil         0.46  -      0.14  -      0.01        0.05  -      0.82        0.15  -      0.49  -      0.09  -     0.88 -     0.11 
     28   Turkey         0.58  -      0.32         0.12         0.11  -      0.82        0.04  -      0.63  -      0.01  -     0.91 -     0.11 
     29   South Africa         0.44  -      0.03         0.11  -      0.01 -      0.82        0.02  -      0.52  -      0.22  -     1.03 -     0.13 
     30   Hungary         0.42  -      0.02  -      0.02 -      0.13 -      0.83 -      0.08 -      0.27  -      0.11  -     1.04 -     0.13 
     31   India         0.29         0.05  -      0.08 -      0.16 -      0.86 -      0.01 -      0.41  -      0.27  -     1.44 -     0.18 
     32   China         0.26         0.01  -      0.09 -      0.18 -      0.92 -      0.04 -      0.38  -      0.31  -     1.66 -     0.21 
     33   Mexico         0.36  -      0.22  -      0.01 -      0.08 -      0.83 -      0.12 -      0.61  -      0.20  -     1.71 -     0.21 
     34   Ireland         0.29  -      0.31         0.31  -      0.10 -      0.64 -      0.46 -      0.60  -      0.24  -     1.75 -     0.22 
     35   Slovak Republic         0.18         0.10  -      0.22 -      0.39 -      0.95 -      0.24 -      0.01  -      0.30  -     1.83 -     0.23 
     36   Argentina         0.19  -      0.16  -      0.07 -      0.21 -      1.07 -      0.05 -      0.19  -      0.35  -     1.91 -     0.24 
     37   Poland         0.23  -      0.01  -      0.19 -      0.30 -      0.98 -      0.19 -      0.21  -      0.32  -     1.96 -     0.25 
     38   Slovenia         0.34  -      0.45  -      0.23 -      0.18 -      1.12 -      0.15 -      0.23  -      0.19  -     2.21 -     0.28 
     39   Estonia         0.38  -      0.16         0.08  -      0.21 -      1.16 -      0.34 -      0.40  -      0.51  -     2.32 -     0.29 
     40   Bulgaria         0.24  -      0.24  -      0.15 -      0.36 -      1.05 -      0.38 -      0.23  -      0.24  -     2.41 -     0.30 
     41   Romania         0.11  -      0.14  -      0.19 -      0.37 -      1.10 -      0.25 -      0.25  -      0.41  -     2.60 -     0.32 
     42   Lithuania         0.15  -      0.34  -      0.30 -      0.42 -      1.23 -      0.38 -      0.20  -      0.39  -     3.09 -     0.39 
     43   Russian Fed.  -     0.46         0.08  -      0.71 -      1.07 -      1.56 -      0.75        0.46  -      0.98  -     5.00 -     0.62 

  Total      30.07        0.82        7.89        8.42  -   31.88      12.69  -     2.10        3.66    

  Mean         0.70        0.02        0.18        0.20  -     0.74        0.30  -     0.05        0.09    
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TABLE 2.B.   2007  – OLS ESTIMATION OF THE COUNTRY PARTIAL EFFECTS  
FROM THE RANDOM COEFFICIENT MODEL.  

 

  Country  x1 x2 x3 x4 x5 x6 x7 x8 Total Mean 

       1   Switzerland         1.55         0.63         0.67  -      0.35        0.78         1.12         1.86         0.90        7.15        0.89  
       2   Ireland         2.02         0.91         0.65  -      0.37 -      0.28 -      0.53        1.74         0.17        4.31        0.54  
       3   Belgium         1.45         0.23         0.40  -      0.46        0.17         0.33         0.99         0.54        3.64        0.45  
       4   United Kingdom         1.24         0.11         0.37  -      0.37        0.10         0.64         0.97         0.48        3.53        0.44  
       5   Netherlands         1.14  -      0.09         0.43  -      0.21        0.07         0.78         0.83         0.54        3.49        0.44  
       6   Denmark         1.59         0.16         0.13  -      0.45 -      0.44        0.07         0.69         0.65        2.39        0.30  
       7   Sweden         0.90         0.08         0.12  -      0.55 -      0.14        0.49         0.71         0.70        2.32        0.29  
       8   Slovak Republic         1.35         0.02         0.30  -      0.55        0.03         0.03         0.73         0.25        2.14        0.27  
       9   Slovenia         1.21  -      0.18         0.01  -      0.63 -      0.02        0.25         0.61         0.47        1.71        0.21  
     10   Israel         0.44         0.08  -      0.06 -      0.90        0.33         0.64         0.77         0.41        1.70        0.21  
     11   New Zealand         1.35  -      0.38  -      0.13 -      0.58 -      0.13        0.44         0.40         0.69        1.65        0.21  
     12   Spain         1.51         0.16         0.20  -      0.50 -      0.44 -      0.34        0.80         0.15        1.55        0.19  
     13   Estonia         1.31  -      0.05         0.20  -      0.45 -      0.30        0.20         0.40         0.17        1.47        0.18  
     14   Italy         1.19  -      0.07         0.26  -      0.37 -      0.29        0.19         0.50         0.05        1.47        0.18  
     15   Japan         1.31         0.55         0.31  -      0.72 -      0.50 -      0.86        0.86         0.36        1.31        0.16  
     16   Korea, Rep.         1.19         0.24         0.35  -      0.59 -      0.35 -      0.39        0.51         0.33        1.29        0.16  
     17   Hungary         1.05  -      0.28         0.20  -      0.54        0.05         0.29         0.28         0.20        1.24        0.16  
     18   UE27         1.13  -      0.05         0.15  -      0.50 -      0.34        0.00         0.51         0.20        1.09        0.14  
     19   Greece         1.32  -      0.11  -      0.04 -      0.62 -      0.27 -      0.03        0.56         0.10        0.92        0.11  
     20   United States         0.97         0.17         0.17  -      0.62 -      0.52 -      0.39        0.63         0.40        0.82        0.10  
     21   Poland         1.04  -      0.32         0.10  -      0.61 -      0.00        0.16         0.25         0.15        0.77        0.10  
     22   Brazil         0.78  -      0.48         0.19  -      0.64        0.24         0.05         0.33         0.12        0.59        0.07  
     23   Austria         1.02         0.08         0.18  -      0.50 -      0.62 -      0.32        0.49         0.20        0.54        0.07  
     24   Mexico         0.84  -      0.37         0.09  -      0.75        0.18  -      0.17        0.53         0.06        0.40        0.05  
     25   Germany         0.92  -      0.02         0.20  -      0.43 -      0.69 -      0.15        0.17         0.10        0.10        0.01  
     26   Portugal         1.17  -      0.15  -      0.09 -      0.70 -      0.39 -      0.14        0.29         0.09        0.08        0.01  
     27   Canada         0.84  -      0.63  -      0.26 -      0.53 -      0.55        0.13         0.30         0.61  -     0.09 -     0.01 
     28   Finland         1.17  -      0.04  -      0.27 -      0.80 -      0.75 -      0.35        0.20         0.72  -     0.11 -     0.01 
     29   Romania         0.91  -      0.26         0.01  -      0.74 -      0.14 -      0.26        0.43  -      0.08  -     0.12 -     0.02 
     30   Czech Republic         0.98  -      0.26  -      0.03 -      0.66 -      0.36 -      0.12        0.18         0.14  -     0.12 -     0.02 
     31   Bulgaria         0.97  -      0.26  -      0.04 -      0.72 -      0.26 -      0.11        0.17  -      0.08  -     0.32 -     0.04 
     32   China         0.75  -      0.48  -      0.11 -      0.90        0.14  -      0.28        0.42         0.12  -     0.35 -     0.04 
     33   Argentina         0.93  -      0.11  -      0.07 -      0.89 -      0.21 -      0.45        0.40         0.02  -     0.37 -     0.05 
     34   India         0.51  -      0.75  -      0.13 -      0.92        0.41  -      0.18        0.42         0.17  -     0.47 -     0.06 
     35   Australia         0.85  -      0.95  -      0.17 -      0.24 -      0.65        0.43  -      0.16         0.29  -     0.60 -     0.07 
     36   Lithuania         1.08  -      0.29  -      0.00 -      0.58 -      0.57 -      0.21 -      0.08  -      0.07  -     0.73 -     0.09 
     37   Turkey         0.70  -      0.52  -      0.15 -      0.81 -      0.10 -      0.18        0.22  -      0.03  -     0.88 -     0.11 
     38   France         0.95  -      0.19  -      0.15 -      0.64 -      0.82 -      0.57        0.40         0.12  -     0.89 -     0.11 
     39   South Africa         0.62  -      0.51  -      0.18 -      0.89 -      0.04 -      0.28        0.34  -      0.07  -     1.01 -     0.13 
     40   Norway         1.53  -      0.16  -      0.07 -      0.30 -      1.55 -      0.96        0.07         0.23  -     1.20 -     0.15 
     41   Russian Fed.         0.96  -      0.31  -      0.51 -      1.03 -      0.75 -      0.74        0.07  -      0.03  -     2.33 -     0.29 
     42   Iceland         1.53  -      0.15  -      0.68 -      0.68 -      2.35 -      1.86 -      0.17         0.06  -     4.28 -     0.54 
     43   Singapore         0.25  -      0.86  -      0.83 -      0.77 -      1.76 -      0.68 -      0.94         0.19  -     5.40 -     0.68 

  Total      46.52  -     5.87        1.73  -   26.06  -   14.07  -     4.32      19.66      10.78    

  Mean         1.08  -     0.14        0.04  -     0.61  -     0.33  -     0.10        0.46        0.25    
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FIGURE 1. INCREASING AND DECREASING RETURNS IN AN INNOVATION PRODUCTION 

FUNCTION. 
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TABLE 3. REGRESSION LINE ESTIMATION.  

Dependent variable: “Composite indicator of countries’ innovation inputs in levels” (CI). Regressor: 
“Composite indicators of countries’ partial effects” (CPE). Note: (1) = results on the overall 1995 sample; 
(2) = results on the overall 2007 sample; (3) results on 2007 sample excluding three outliers: Switzerland, 
Iceland and Singapore. * p < 0.1, ** p < 0.05, *** p < 0.01.  
 

 (1) 
1995 

 

(2) 
2007 

 

(3) 
2007 

 
CPE 0.31*** 0.05 0.1*** 
    
N 43 43 40 
adj. R2 0.49 0.03 0.17 
F 42.89*** 0.255 8.92*** 
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FIGURE 2. 1995 – LINEAR (A) AND LOWESS (B) FITTING FOR THE RELATION  
BETWEEN THE “COMPOSITE INDICATOR OF COUNTRIES’ INNOVATION INPUTS IN LEVELS” (CI)  

AND THE “COMPOSITE INDICATORS OF COUNTRIES’ PARTIAL EFFECTS” (CPE). 
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FIGURE 3. 2007 – LINEAR (A, C) AND LOWESS (B, D) FITTING FOR THE RELATION  
BETWEEN THE “COMPOSITE INDICATOR OF COUNTRIES’ INNOVATION INPUTS IN LEVELS” (CI)  

AND THE “COMPOSITE INDICATORS OF COUNTRIES’ PARTIAL EFFECTS” (CPE). FIGURES (C) AND (D) 
ARE DRAWN BY EXCLUDING THREE OUTLIERS: SWITZERLAND, ICELAND AND SINGAPORE.  
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